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Abstract

This paper reviews photogrammetric error sources and their impacts on modeling and surveying for construction
quantity takeoff, quality control, and site safety monitoring applications. These error sources include camera internal
parameters (i.e., type, principal point, principal distance, and camera lens distortion coefficients), imaging settings (i.e,,
shooting distances, baselines, percentage of photo overlaps, number of overlapping photos, camera intersection
angles, and angles of incidence), and processing software programs. To augment the body of knowledge on
photogrammetric modeling errors, this paper further conducts experiment, which concerns characterization of the
behavior of different strategies in selecting reference lines for fixing absolute scale of photogrammetric models. In
construction photogrammetric surveying, it is imperative to convert the relative scale of a 3D model into absolute
measurements so geometric measurements can be taken. Previous work suggests this can be done through the
determination of a reference line in absolute units; however, the position and quantity of reference lines has not

surveying and apply it in their real-world projects.

been investigated. This experiment attempts to tackle this issue. The result shows that one horizontal reference
line in the middle of the object performed with consistent accuracy, but if a specific area on the object needs
more accurate measurements, it is best to select a reference line in that area. The review and the experimental
findings may help construction professionals better understand the performance of the photogrammetric
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Introduction

Photogrammetry, also called image-based reconstruc-
tion or image-based modeling, is an old but powerful
technology in many engineering applications. In con-
struction, it has proven to be safe, inexpensive, and ef-
ficient to collect as-built geometric spatial data (i.e.,
position, size, shape, and scale) of building objects and
civil infrastructure (Luhmann et al. 2006; Brilakis et al.
2011; Dai and Lu 2013).

Photogrammetric modeling is the process of extracting
information from images captured by digital cameras
(Blachut and Burkhardt 1989). In the field image collec-
tion, camera stations are set up to take the images. How-
ever, there are several unknown factors that can affect
the accuracy of the results, including camera principal
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point and principal distance, camera lens distortion coef-
ficients, and imaging settings (i.e., shooting distance,
baseline, percentage of photo overlaps, number of over-
lapping photos, camera intersection angles, and angles
of incidence). In comparison to controlled settings such
as manufacture shops and laboratories, construction sites
pose many practical constraints such as the desirable dis-
tances and angles to place the camera not being accessible
or some details of the target object being obstructed
by other objects (e.g., supporting rigs). These practical
constrains that exist may lead to the general guidelines
of applying photogrammetry not as efficient as they
are used in controlled settings. It is also desirable to
have site engineers master a bit the fundamentals as
well as factors that affect performance of the results
so that they can best utilize this technology in con-
struction engineering applications. To this end, this
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paper makes a comprehensive review of research that
has taken place on evaluation of these factors.

The modeling process by photogrammetry can be ma-
terialized through three main different ways, including
combined special forward-backward intersection, relative-
absolute orientation and bundle adjustment methods. All
these methods apply the collinear equations which can be
set up based on the corresponding points in the images
and the real world to calculate the 3D model coordinates
of the object. Nevertheless, since the absence of the real
world coordinates or an already known field distance
in the modeling process, the recovered modeling space
geometry as well as the object model itself has an arbitrary
relative scale. Thus, it is imperative to convert the relative
scale of a 3D model into absolute scale so geometric mea-
surements can be taken. To augment existing knowledge
on photogrammetric modeling errors, experiments are
conducted to investigate the effects of several different
factors on the accuracy of the model absolute scale fix-
ing process.

The review and experimental findings provide a holis-
tic view of how photogrammetric surveying is impacted
by different factors. This is particularly helpful as the
construction site always features chaos and practical
constraints such that the review and experimental findings
from this research may help engineers better understand
the performance of the photogrammetric surveying and
therefore better plan their measurements in field.

Review

The review presented here outlines current practice of
construction quantity takeoff, quality control, and site
safety monitoring, and recent research efforts on evalu-
ating photogrammetry with its settings for construction
surveying related applications. These two are followed
by an overview of the fundamental knowledge in the
systematic errors due to the camera factors and poor
planning of camera network geometry.

Current practice of construction quantity takeoff, quality
control, and site safety monitoring
In the construction industry, accurately taking geometric
measurements of onsite elements and products is a critical
task in almost everyday work to ensure site structural
integrity, personnel safety, and timely project delivery.
Geometric measurements can be in the form of spatial
position, dimension, quantity, and displacement that are
typically used in site activities such as quantity takeoff,
quality control, and structure safety monitoring.
Quantity takeoff is the process of taking measurements
about counts, lengths, areas, volumes, and conditions of
a site project for the purpose of quantifying workloads
required for completing a certain task. A typical example
is quantifying painting areas of interior and exterior
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walls of a built structure in order to prepare a proposal
for bidding. Traditionally, these can be done with a
measurement tape, a total station, or a laser scanner de-
pending on the scale and accessibility of the measuring
area. However, painting or repainting a building is usu-
ally considered a small project. Cost for performing such
measurement with an expensive tool such as the total
station or laser scanner can hardly be justified. Also,
considering that the large scale or inaccessible areas of
the building sometimes exist, it is not always practical
for the contractors to perform such a job using a trad-
itional measurement tape.

Another class of site surveying activities can be cate-
gorized as quality control. It concerns obtaining geo-
metric measurements of positions, dimensions, and
sizes of an as-built product first, and then comparing
the obtained values with as-designed/planned ones so
as to ensure that the specifications are met. For in-
stance, on construction site, engineers have the needs
to check dimension quality of prefabricated housing
units (i.e., precast facade, Figure 1), which are widely
used in constructing tall buildings in dense urban areas.
Assuring the dimension quality is vital to successful and
timely installation of facades on the construction site.
However, current practice largely relies on manual meas-
urement of the geometric dimensions of each facade unit
by tapes. To be cost effective, such operations only apply
to a limited number of specimens randomly selected from
a large amount of fagade products.

The site safety monitoring involves continuously or
periodically evaluation of deformations of a permanent
(e.g., building) or temporary (e.g., scaffolding) structure
that usually bears dynamic excitements. The consequences
of site safety monitoring failure are usually severe, and can
cause damage, injuries, or even casualties. A specific case
is monitoring the settling displacements of an existing
building adjacent to a jobsite. For construction sites, it
is stringently demanded that the settlement of adjacent
buildings is monitored in the course of foundation ex-
cavation to ensure the integrity of these buildings and
minimize disturbances. Traditionally, the settling markers
are installed on the wall of a monitored building, and the
contractor employs a registered professional surveying
team to carry out periodical (e.g., bi-weekly) measure-
ments of the settling markers with a total station during
the entire piling construction period (ASD 2007). In such
respect, surveying settlement consists of two phases: tran-
siting the geodetic coordinates from the government
benchmark positions to locally defined points around
the monitored building, and performing a periodical
surveying of the vertical movements of these markers
on the building relative to the local points and identify-
ing changes, both of which remand a sheer volume of
efforts and costs.
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Figure 1 Precast facade installation on site.
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From the above, it can be easily noticed that applying
tape measurement is simple but slow, tedious, and un-
safe. While laser scanners (e.g., Jaselskis et al. 2005;
Akinci et al. 2006; Bosché et al. 2009; Tang et al. 2011)
or total stations (e.g., Shen et al. 2011; Al-Ali 2011) are
accurate, fast, and very little training is required for the
surveyors, these technologies suffer from high equip-
ment cost. For small projects, they are impracticable
since the projected savings hardly justify employing such
devices. Also, the equipment is not easily portable and
time spent for on-site data surveying is another issue
that impedes the application of these technologies. In
contrast, photogrammetry is a technology that utilizes
cameras or camcorders to collect spatial data of the en-
vironment in the form of point clouds or wireframe rep-
resentations. It has the advantages of low equipment
cost, fast on-site data acquirement, and high portability,
therefore, holding great potential to allow engineers to
rapidly, accurately perform the site surveying in a safe
and cost-efficient way.

Evaluating photogrammetric modeling with its settings
While promising, to cater to the needs for taking geomet-
ric measurements on site objects to solve site surveying
related problems, it is vital to address the accuracy issue of
photogrammetry. In the other words, it should be ensured
that the achievable accuracy level of this technology
matches up to the desired accuracy level for a particular
application.

To this end, extensive research efforts have been
undertaken that primarily focus on the evaluation of

photogrammetry in collecting spatial data of infrastructure
elements. Baltsavias (1999) evaluated digital photogram-
metry with respect to Digital Terrain Model (DTM) and
Digital Surface Model (DSM) generation. At the time the
study was conducted, this technology was relatively new.
Thus, the focus of the evaluation was placed on ease of
installation of the platforms in airplanes, automation of
measurement, and accuracy and density of the DTM/
DSM. Close range performance of this technology was
not explored. Gonzélez-Jorge et al. (2011) evaluated the
performance of photogrammetric systems by employing
three different cameras (Canon 5D with 14-mm lens,
Nikon D200 with 20-mm lens, and Jai BB500GE with
8-mm lens). The authors concluded that the manufactur-
ing quality of camera models can influence the measure-
ment accuracy [e.g., the higher signal to noise ratio
(>50 dB) for the Jai camera compared to that (23 dB) of
Canon was evidently related to the higher performance
of the Jai camera]. Also, the importance of camera calibra-
tion was emphasized to enable photogrammetry for meas-
urement related tasks. In addition to these, Remondino
and Fraser (2006), and Luhmann (2009) measured impacts
of focal length changes. In their studies, the trends of the
measurement accuracy with respect to focal length, image
scale, and shooting distance were analyzed. Rieke-Zapp
et al. (2009) assessed mechanical stabilization of non-
photogrammetric cameras (e.g., Canon 5D, Nikon D3,
D2X, D80, D200) and the test result showed that the ac-
complished accuracies, though limited in comparison
with professional photogrammetric cameras, had great
potentials for a large quantity of close range applications.
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In the area of civil engineering, Zhu and Brilakis
(2009) evaluated photo/videogrammetry, active optic tri-
angulation, and laser scanning techniques based on civil
infrastructure application requirements. Spatial accuracy,
automation of acquisition, and portability of devices were
evaluated in their research. Nonetheless, the evaluation
was only conducted on a qualitative level. Golparvar-Fard
et al. (2011) evaluated accuracy of photogrammetry and
laser scanning using a masonry block and a site column as
samples. Quantitative comparison was conducted in terms
of cost, level of automation, accuracy, and ease of use.
However, the accuracy metric was tested in very close
ranges (less than 10 m) and factors such as distance,
resolution, and type of camera model, all of which could
affect the resulting accuracy, were not fully investigated.
To ameliorate this, a recent study led by Dai et al.
(2013) examined the performance of photogrammetry
for reconstructing civil infrastructure objects at collec-
tion ranges of 5 ~ 50 m. In this study, large-scale infra-
structure objects (bridge, building) were selected, and
prevailing software packages were tested. A plethora of
factors affecting the performance of accuracy, data density,
cost, and time were analyzed, including distances, camera
models, resolutions, features (texture), and focal lengths,
and the accuracy level achievable was found to be at an
average level of 6 ~10 c¢cm. Similar conclusions were re-
ported in (Klein et al. 2012) and (Bhatla et al. 2012), based
on which Klein et al. (2012) verified the feasibility of
image-based as-built documentation for operations
and maintenance of buildings, whereas Bhatla et al.
(2012) concluded that although photogrammetry has
great potential, for higher accuracy applications like
defect detection, this technology in its present state is
not the most appropriate.

Table 1 summarizes the general behavior of photogram-
metry with regard to its performance influencing factors

Table 1 Behaviors of photogrammetric modeling

Factor Behavior

Distance Farther distance, lower accuracy (40 m:
6~10cm)

Number of The larger number of overlapping photos, the

overlapping photos better accuracy

Intersection angle The closer to 90°, the better accuracy

Angle of incidence The closer to 0°, the better quality of images,

so the better accuracy

Camera model Higher end, higher accuracy

Resolution Strong correlation with accuracy (raise by

1.6% per 1 MB increase)

Features (texture) More features, higher accuracy; higher accuracy

by colorful texture than grey/plain texture

Focal length Longer focal length, higher accuracy; set to
obtain optimum coverage
Camera lens Less distortion, higher accuracy
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based on the literature above. From the table, the meas-
urement errors associated with photogrammetry can be
attributed to two large categories: 1) the systematic error
due to camera factors, and 2) the systematic error due to
poor planning of camera network geometry, both of which
will be discussed in detail in the following sections. Note
that random errors to human factors are excluded from
the discussion below for which the readers can refer to
(Dai and Lu 2010) for detail.

Systematic error due to camera factors

In measurement, the systematic error is a bias that oc-
curs consistently (Viswanathan 2005), resulting from
inaccuracy of a system as one observes or measures.
For the image-based system, the systematic error due
to camera imperfection can be categorized into three
aspects: 1) lens distortion, 2) approximated principal
distance, and 3) resolution.

Measurement errors due to camera lens distortion are
illustrated in Figure 2. The lens distortion makes an image
point on the image plane shift from its true p (x,, y,,) to a
disturbed position p’ (x,, y,), resulting in an offset be-
tween the two positions. Denoting the offset by dx and dy,
the true coordinates of any image point can be compen-
sated by x,, =x,’+ dx and y,, =y, + dy. For modern digital
cameras, the camera lens distortion (i.e., dx and dy) can
be taken as the aggregate of the radial distortion and the
decentering distortion (Beyer et al. 1995; Fraser 1996a). As
the lens of a camera is actually composed of a combin-
ation of lenses, the centers of those lens elements are not
strictly collinear, giving rise to decentering distortion. In
contrast, the radial distortion occurs in each single optical
lens and the distortion effect is magnified along the radial
direction of the lens: the further a point is away from the
center of the lens, the larger error is produced for its pro-
jected image point. Therefore, dx, dy can be decomposed
by dx =dx, +dx, and dy=dy, + dy,. Assuming that the
optical axis of the lens is perpendicular to the image plane,

z Y
X
o]
Object Space

Object
y
Pc
)
pe - perspective center
p c P - object point
dy Pe p’ - perturbed image point
dx P v, X
P i : : :
oK > p -ideal image point
Py - principal point
Image Plane ¢ - principal distance

Figure 2 Interior orientation parameters.
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a rigorous and accurate modeling of the distortion can be
formulated (Brown 1971) as:

dxy, = K1 (5,-x,)r* + Ky (%,-x,) r*,
dy, = K, (y;—yp) 4+ K (y;—yp) rt
dg = Py | + 2(%, )" | + 2P (¥,-%,) (3,3, ),
dyy = P +2(3,-, )] +2P1 (,-%,) (5,9, )
= (%) + (,-,)?
(1)

Here x, and y, are the coordinates of the principal
point, K;, K, and K3 are the radial distortion parameters,
and P; and P, are the decentering distortion parameters.
The principal point (x,, y,) can be referred to as the pro-
jected position of the light ray on the image plane through
center of the lens opening of the camera (perspective cen-
ter) from infinity (Figure 2). The model (Eq. 1) can be ex-
tended by two further parameters to account for affinity
and shear within the image plane, but such parameters are
rarely if ever significant in modern digital cameras. Despite
this, because focuses have been made upon 3D modeling
and visualization, most of the current 3D reconstruction
systems, when developed, actually do not take the lens dis-
tortion into account and simply assume x,~x, and y,~y,
(e.g., Snavely 2010; Pollefeys et al. 2008). However, this is
hardly acceptable when they are applied to surveying re-
lated tasks, especially when working with cameras that are
not designed for professional photogrammetric needs.
Such scenario is common in close range applications
(Rieke-Zapp et al. 2009). The mechanical stability of the
off-the-shelf digital cameras is usually poor in compari-
son to high-accuracy photogrammetric requirements
(Luhmann 2010). As a result, it is indispensable for the
reconstruction process chain to incorporate correction
of camera lens distortion (Shortis et al. 1998).

The principal distance (¢) of a camera in photogrammet-
ric modeling is defined as the distance of the perpendicular
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line from the perspective center (center of lens opening) to
the image plane of the camera (Figure 2). It is often ap-
proximated to be the camera’s focal length (f) in a recon-
struction process on the grounds that the focal length of a
camera is easy to access, for example, through camera
specifications or by referring to information stored in the
exchangeable image file (EXIF) format of the captured im-
ages. However, this can also lead to the systematic errors
of the measurement. Figure 3 shows a camera photo-
graphing an object where the photographic object distance
and the image distance are illustrated. The principal dis-
tance ¢ equals the image distance v when the image plane
is at the exact position along the optical axis and an object
is clearly focused. Meanwhile, the distance between the
object and the camera lens is defined as object distance u.
The conjugated distances u, v and the focal length fare re-
lated by the lens conjugate equation (Ray 1984) as 1/u + 1/
v = 1/f, by which the image distance can be derived from
v =ufl/(u - f), leading to the actual length of the principal
distance. In reality, as an object is shot, the object distance
u is usually much farther than the image distance v. As
such, the denominator (# — f) can be approximated as u,
which vyields: v = f. This explains why the principal distance
(c) can be approximated as the focal length of the camera
lens (f). However, the principal distance (c) exactly equals
the focal length (f) when and only when focused at infinity,
namely, ¢~ f; otherwise the principal distance should be
corrected to improve the measurement accuracy.

The systematic error due to the above two factors can
be minimized by adjusting their parameters through
camera calibration. Camera calibration is the analytical
procedure of determining the camera’s internal parame-
ters including the principal distance, format size, princi-
pal point, and lens distortion coefficients. Commonly
adopted methods for performing this work include Zhang
(1999), Heikkild and Silvén (1997), Tsai (1987), Riither
(1989), Fraser (1997), Gruen and Beyer (2001), Bouguet
(2012), PhotoModeler (Eos System Inc 2012), and Camera-
Calibrator (Photometrix 2012). These methods adopt a
combination of linear and non-linear solving strategies

Object

Camera lens

Perspective
center (O)

Object distance (u)

l Image

Image distance (v)

Figure 3 Photographing illustration.
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where a linear method (e.g., Direct Linear Transform-
ation) is used to recover initial approximations for the
parameters, followed by a non-linear algorithm (e.g.,
Levenberg-Marquardt) in search of refined solutions of
the orientation and calibration. Using a fully calibrated
camera in the measurement of a 3D object can yield the
best results.

In addition, the maximally allowed resolution can also
limit the reconstruction accuracy. Given a fixed focal
length and picture taking distance, the resolution (ie.,
number of pixels) of a camera determines the smallest
size of items that can be precisely located on the camera’s
image sensor (CMOS or CCD), namely, how small an item
can be carried by a pixel on the sensed image. This pro-
vides a theoretical cap of accuracy for this image-based
technology, and explains why a high-resolution camera is
favorably recommended for a photogrammetric system
(Dai et al. 2011). The higher the resolution of a camersa,
the better chance is there to make the highest accuracy
achievable.

Systematic error due to poor planning of camera network
geometry

The systematic error that takes place in a photogram-
metric measurement can also result from poor planning
of camera network geometry. In photogrammetry, cam-
era network geometry is denoted as the imaging settings
specifying the shooting distance, baselines, percentage of
photo overlaps, number of overlapping photos, camera
intersection angles, and angles of incidence such that an
accurate 3D scene can be reconstructed. In the fields of
surveying and civil engineering, researchers investigated
metrological behavior of photogrammetry by evaluating
the impact of individual settings of the network geom-
etry on accuracy when being applied for civil infrastruc-
ture scenes.

Initially, most testing for photogrammetry focused on
evaluating the behavior of the multi-image setup for the
camera calibration (Luhmann et al. 2006). Images were
manually recorded either for a test field or for the mea-
sured object itself, both of which required a favorable
network geometry in which convergent and rotated im-
ages of a preferably 3D object should be acquired, with
well distributed points throughout the image format
(Remondino and Fraser 2006; Luhmann et al. 2006). Ac-
cording to (Fraser 1982), in a geometrically weak network,
correlations may lead to instabilities in the least-squares
adjustment for estimating the camera interior parameters,
which in turn could undermine the use of the estimated
results in the bundle adjustment solution. Several experi-
mental studies in close-range photogrammetry have re-
vealed that the accuracy of a network increases with the
increase of convergence angles of cameras, the numbers
of intersection rays to an object point, the number of
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measured points, and orthogonal roll angles (Fraser
1996b; Fryer 1996; Clarke et al. 1998; Gruen and Beyer
2001; El-Hakim et al. 2003; Remondino and Fraser
2006). Here the orthogonal roll angles require that at
each location where an object or test field is shot, at
least two images are with +90° (portrait and landscape).
This is particularly important when applying photo-
grammetry to surveying related tasks, as failure of doing
so can break coupling between parameters of the inter-
ior and exterior orientations. A counterexample was dem-
onstrated by Remondino and Fraser (2006), in which a
camera was moved through various orientations but with-
out any notable 90° rotations. As a result, the calibration
procedure led to a very high coupling result between the
interior and exterior orientation parameters. In this case,
the variations of the principal point and distortion param-
eters did not affect the root-mean-square error (RMSE) of
the camera calibration residuals. It was highly probable to
produce low accurate calibration results and high system-
atic errors of the measurement.

Recently, the use of photogrammetry for reconstructing
large-scale infrastructure scenes has motivated a flurry of
research in testing the accuracy of camera network geom-
etry for field measurement (Wackrow and Chandler 2008;
2011; Dai and Lu 2008; 2010; 2013; Dai et al. 2013). These
studies manifested that the geometry of camera network, if
not meticulously planned, can also lead to the systematic
error of the measurement. A number of settings have
been studied to reveal the trend and level of the errors
by which the accuracy can be estimated. In a series of
tests, Wackrow and Chandler (2008) identified significant
dependency of the systematic error on the lens model,
and imaging configurations. According to (Wackrow and
Chandler 2008; 2011), in contrast to the normal case in
which the camera base is parallel to the object plane and
the optical axes of the cameras intersect the object plane
orthogonally, using mildly vertical or oblique convergent
imagery for terrain elevation modeling can minimize the
remaining systematic error caused by slightly inaccurately
estimated lens distortion parameters. In terms of camera
intersection angles, the work of modeling construction site
objects using photogrammetry (Dai and Lu 2008) revealed
that the closer the angle between the light rays is to a right
angle (90 degree), the smaller error would occur (Figure 4).
The work was then extended by (Dai and Lu 2010) to as-
sess the applicability of photogrammetry in taking geomet-
ric measurements on building products. A very promising
result was achieved as the measurement accuracy in the
test was at the level of 1 cm. From this work, it was also
found that by empirically choosing the number of overlap-
ping photos, intersection angles, angles of incidence, and a
deliberate calibration, a higher level of accuracy could be
achievable. Nevertheless, the impacts of the imaging set-
tings were not addressed in the study. To fill this gap, a
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Figure 4 Point location error with a) good and b) bad camera
positions (Dai and Lu 2008).

3D modeling method based on the mechanism of photo-
grammetry was created, which served as a test-bed to
evaluate the impact of the baseline, the overlap percent-
age, and the quantity of overlapping photos on the result-
ing accuracy of photogrammetry (Dai and Lu 2013). In
this work, camera stations were set parallel to each other
in order to achieve maximum coverage of the scene.
Among the results, one was particularly noteworthy: there
is always a cut-off point between the length of baseline
and percentage of overlap that makes the modeling
achieve the best accuracy while utilizing the minimum
number of photos. At the shooting distance of 15 m, 4 m
baseline achieves the best accuracy of the planarity with
the photo overlap percentage of 55% (Figure 5). Regard to
other shooting distances (25, 40, and 55 m), the recent
work of (Dai et al. 2013) measured the accuracy and the
results shed light on a strong correlation of the measure-
ment error with the shooting distance. Based on the re-
sults (Dai et al. 2013), increasing the shooting distance
even by 1 m can lead to a decrease of the measurement
accuracy as much as 2.5%.

Fixing absolute scale of photogrammetric models

In addition to the existing accuracy influencing factors dis-
cussed above, another common issue involved the photo-
grammetry modeling process for construction engineering
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o
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15} o Z.
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= 10% - B
0% - L0 2
1 2 3 4 5 6
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Figure 5 Impact of baseline and percentage of overlap (Dai and

Lu 2013).

applications is the model scale fixing process. To extract
some useful data from a photogrammetric model such as
structure displacement and deformation, engineers need to
perform the geometric measurements of the model. Before
the scale fixing process, the model only has a relative scale
which is is not sufficient. As a result, it attaches great sig-
nificance to explore the model scale fixing strategies and
the accuracies as an addition to the above review.

In fact, there are several different methods available to
do this in various photogrammetry applications. Control
points are widely used for setting the absolute orientation
(e.g., Saidi et al. 2011). They are points with known coor-
dinates that can be referenced to set the absolute scale of
a model. In aerial photogrammetry surveying, ground con-
trol points (GCPs), which are identifiable object with a
known size, are selected so that the scale of the model can
be set in real world units. This method is limited when the
terrain is mountainous and covered with foliage and trees
and if there is a lack of clear existing usable targets. Also,
GCPs are difficult to set in a convenient and computer
compatible form (Smith and Park 2000). In general, GCPs
are not readily available in most situations, making this
method impractical. A method using GPS/IMU can
simultaneously measure the full exterior orientation
while data is being recorded. This method involves two
steps: (1) GPS/IMU pre-processing and (2) pre-determined
sensor calibration. In the first step the GPS signal and IMU
measurements are transformed into object space coordi-
nates. There are two methods that Wegmann (2002) sug-
gests for sensor calibration, a direct or integrated method,
both of which requires GPS/IMU observations and ground
control information. This method produces precise results
for various applications; however, it is not widely available
and can be tedious. Using a stereo rig that fixes the baseline
of two cameras is another way to enable absolute measure-
ment of an object. This method requires pre-configured
camera set and maintaining two cameras’ relative position
when taking photos in field (Brilakis et al. 2011). As the
baseline is known, the relative and absolute orientations
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can be accomplished simultaneously. The stereo photo-
grammetry is often used, but extra efforts and time is
needed for preparing the rig and camera set. In addition, a
premeasured cube with known dimensions is used to cali-
brate the absolute scale of the generated photogrammetric
models (Rashidi et al. 2013).

Out of all the techniques for absolute scale fixing, ap-
plying reference lines is chosen in our study considering
that it is most time-effective, easy-to-use, and performs
with sufficient accuracy for construction applications.

Experiment design

The following section describes the design and technical
components of the experiment. This process is quantified
such that it could easily be implemented by any construc-
tion professional that has the necessary equipment.

Calibrating camera/lens parameters and software

To produce the models for our experiment, two cameras
were used: a Canon EOS Rebel T3i and a Canon EOS 60D,
and two lenses were used: a Canon EF 35 mm and a Canon
EF-S 18-135 mm. These camera lenses are made up of a
combination of lenses all assumed to be collinear. The
photogrammetry software that was used was iWitness,
which is one of the leading close-range photogrammetry
software systems because of its accurate 3D measurements
and usability. To begin creating models in iWitness, first
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the cameras used must be calibrated. The calibration
process corrects the radial and decentralizing lens distor-
tion so that an accurate coordinate system and accurate
scales can be established. In our research, we applied a
fully-automated process and a self-calibration process in
iWitness (Fraser 1997) to ensure that any error due to the
camera lens would be minimized. Note that although this
research employed iWitness, other software packages such
as PhotoModeler can also be used, which are expected to
produce the similar results since the fundamentals of these
program packages are the same.

Photo taking and setting scale bar scenarios

After the cameras were calibrated, photos were taken of
each object from an evenly distributed quantity of positions
and angles around the surrounding area of the object. To
ensure accuracy, it is a good practice to cover each point
on the object in three or more photos. Red-reflective
markers were attached to the object so that iWitness could
recognize the spatial characteristics and establish the rela-
tive orientation of the object. This is especially useful when
the object being modeled does not have prominent natural
features to manually reference. A combination of red-
reflective points and natural features on the object can be
used to set an accurate relative orientation. The photos
were taken while different quantities and locations of scale
bars (Figure 6) were placed in the scene. The scale bars
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used in the experiment were finely precalibrated to be 30"
and were used to convert the relative orientation to abso-
lute units (Figure 7). Six scale bar scenarios (Figure 6) were
carried out on each object and the scale bars were kept
from one another with relatively large distances. This is be-
cause using a predefined small dimension for calculating
the absolute scale of a large scene may result into errors of
large magnitudes. This experiment would observe the im-
pact of this drift problem. The scale bar quantity and
placement would be characterized and strategies would be
given to construction professionals. For walls and other
vertical objects, scale bars should be placed on tripods so
that they can be seen clearly, but for objects on the ground
(e.g., sidewalks, parking lots), scale bars can be placed dir-
ectly on the surface of the object.

Marking, referencing and setting scales of models

Once the photos were taken of each object, they were
imported into iWitness. After the camera were adequately
calibrated and the project photos were imported, points
could be marked and referenced. Point marking and refer-
encing is a process that matches the same points in differ-
ent photos, taken from different locations and angles, so
that the relative orientation of the object can be estab-
lished. As mentioned earlier, several red reflective markers
were taped to the objects so that this process would be
accelerated by the automated feature in iWitness. After
the relative orientation of the model was established by
the marking and referencing process, the absolute orienta-
tion was set by setting the scale bar distance (or distances)
to its 30" calibrated length. Once the scale bars were ref-
erenced in each model, accuracy comparisons were made
on the models.

Accuracy comparisons
There is a built-in distance function in iWitness that al-
lows the user to measure the distance between two points.
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After the scale bars were referenced in the individual
models, twenty or more sample distances were determined
so that there would be a significant sample size to do a
comparison. The sample distances for each object were
collected by a total station or a tape measure and were
compared to the distance values given by the iWitness
models produced by the six scale bar scenarios. The values
were compared to one another in hopes to characterize
scale bar placement.

Experimental implementation and results

In implementing the experimental procedure for the se-
lected objects, photos were taken from approximately two
meters away. This ensured that a high level of accuracy
would be accomplished. The three objects that were mod-
eled were a section of sidewalk, a section of a retaining wall,
and a small storage building (Figure 8). These objects were
selected so that there would be a variety of object types
(horizontal planar shape, vertical curved shape, and vertical
planar shape) and so that biases would be eliminated.

Table 2 summarizes the settings of each model, includ-
ing the combination of camera and lens, the number of
photos, the baseline of two consecutive camera stations,
the percent coverage which is the overlapped area between
two adjacent photos, and the resolution of the photos.

Object 1: sidewalk slab

The concrete slab model presented a challenge because of
its position on the ground and its planar shape. The scale
bars were laid directly on the ground in the scenario posi-
tions listed above. There were twenty sample distances
taken between two corners of individual rectangular sec-
tions within the slab, and these sample distances were
oriented diagonally, vertically, and horizontally to en-
sure that accurate comparisons could be accomplished.
In order to take sample distances in this manner, these
points had to be manually referenced in iWitness on

Figure 7 Scale bar.
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Figure 8 Left to right: sidewalk slab, retaining wall, and storage building.

J

three or more photos for sufficient accuracy. The
ground truth values, compared against the distances given
by the six models, were collected by a tape measure.

Overall, results from all scenarios are comparable.
Scenario 2 performed with the best accuracy results
with an average absolute difference of 3.25 mm, an aver-
age percent difference value of 0.18%, and a standard
deviation of 2.76 mm. Scenario 5 was next best (3.36 mm,
0.18%, and 3.41 mm), then Scenario 6 (3.51 mm, 0.19%,
and 3.40 mm), Scenario 4 (3.54 mm, 0.19%, and 3.02 mm),
Scenario 3 (3.58 mm, 0.19%, and 2.76 mm), and lastly
Scenario 1 (4.18 mm, 0.21%, and 3.22 mm). Figure 9 shows
a scatter plot of the relative error values by Scenario. The
majority percent differences are within 0.4%.

Object 2: retaining wall

The curved shape of the retaining wall presents a difficult
task when attempting to produce accurate models. The
scale bars were attached to tripods and arranged accord-
ing to the scenario. Thirty-two sample distances were se-
lected between the red reflective points on the markers
attached to the wall and then used for accuracy compari-
sons. The sample distances were selected in this way be-
cause there were no prominent natural features on the
retaining wall that could be manually referenced and used
to create sample distances. The ground truth data was col-
lected by measuring the distance between the centers of
two points on the markers with a tape measure.

For the left side, Scenario 2 on average performed with
the greatest amount of accuracy with an average absolute
difference of 2.29 mm, an average percent difference of
0.16%, and a standard deviation of 1.90 mm. Scenario 1
performed with the next best accuracy (3.67 mm, 0.33%,

Table 2 Settings of each model

and 1.85 mm); then Scenario 6 (6.79 mm, 0.58%, and
2.56 mm), Scenario 5 (6.83 mm, 0.59%, and 2.56 mm),
Scenario 4 (7.63 mm, 0.65%, and 2.71 mm), and lastly
Scenario 3 (9.37 mm, 0.75%, and 3.24 mm). These results
are interesting because even though Scenarios 4, 5, and
6 have more scale bars referenced on both sides of the
wall, Scenario 1 and 2 still outperformed them. Scenario
2 outperformed Scenario 3 which we expected because
Scenario 2 has a scale bar referenced on the left side of
the wall. Figure 10a shows the percent differences (relative
errors) for the left side sample distances.

For the middle section, Scenario 1 (3.60 mm, 0.19%, and
2.26 mm), Scenario 3 (3.49 mm, 0.24%, and 1.34 mm), and
Scenario 4 (3.58 mm, 0.19%, and 2.42 mm) performed
with the best accuracy. Scenario 5 (4.51 mm, 0.24%, and
2.91 mm) and Scenario 6 (4.56 mm, 0.24%, and 2.94 mm)
performed with similar accuracy. Scenario 2 (9.29 mm,
0.53%, and 4.55 mm) performed with the least amount of
accuracy. Figure 10b shows the percent differences for the
middle side sample distances.

For the right side, Scenario 3 (149 mm, 0.24%, and
0.61 mm) performed with the highest level of accuracy;
Scenario 1 (4.13 mm, 0.66%, and 1.30 mm) was the next
best; Scenario 4 (4.47 mm, 0.72%, and 1.44 mm) was the
third most accurate, then Scenario 5 (4.84 mm, 0.78%, and
1.54 mm) and Scenario 6 (4.86 mm, 0.78%, and 1.54 mm)
which performed similarly, and lastly Scenario 2 (6.26 mm,
1.01%, and 1.90 mm) performed with the least amount of
accuracy. Figure 10c displays the percent differences for
the right side sample distances.

Opverall, Scenario 1 performed with the highest amount of
accuracy (3.72 mm, 0.33%, and 1.89 mm) and then Scenario
6 (5.69 mm, 0.49%, and 2.73 mm) and Scenario 5 (5.69 mm,

Slab model

Retaining wall Full building

Camera Model Canon EOS Rebel T3i

Lens Model Canon EF-S 18-135 mm
# of Photos Taken 82

Baseline (m) 1

Percent Coverage 50%

Resolution (mp) 18

Canon EOS 60D Canon EOS 60D

Canon EF 35 mm Canon EF 35 mm

85 76

1 1.5
58% 43%

18 18
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Figure 9 Relative errors by scenario for slab measurements.

0.49%, and 2.74 mm). The prevailing patterns that we saw
throughout this model were Scenario 2 performed best on
the left side, Scenario 3 performed best on the right side,
Scenario 5 and 6 had nearly identical results, and on average
Scenario 1 performed had the best results.

Object 3: storage building
The storage building model was the only full object
model completed in our research. The six scale bar
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scenarios were carried out on each of the four walls, so,
for the model generated under Scenario 1, there were
four total scale bars (one placed in the middle of each
wall). Twenty-four sample distances were taken in be-
tween the corners of individual bricks on the wall. This
was chosen because they provided clear points that
could easily be manually referenced and compared to
ground truth data. Six sample distances were collected
on each of the four faces of the building by a tape meas-
ure and used for comparison.

Opverall, Scenario 3 performed with the highest level of
accuracy which had an average absolute difference value
of 1.63 mm, an average percent difference value of
0.18%, and a standard deviation of 1.37 mm. Scenario 2
(1.67 mm, 0.18%, and 1.43 mm) was the second most ac-
curate, then Scenario 1 (1.89 mm, 0.20%, and 1.78 mm),
Scenario 5 (2.07 mm, 0.24%, and 1.71 mm), Scenario 6
(2.09 mm, 0.24%, and 1.60 mm), and lastly Scenario 4
(2.09 mm, 0.24%, and 1.60 mm). This result is surprising
because Scenarios 1-3 outperformed Scenarios 4—6
which have more scale bars referenced. There are similar
patterns that were already observed in the previous two
models: 1) Scenario 2 generally performed better for sam-
ple distances on the left side of each wall (where its scale
bar was referenced) and Scenario 3 performed better for
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sample distances on the right side of each wall, 2) Scenario
5 and Scenario 6 performed with similar results. Figure 11
is a scatter plot of the percent differences. The scatter
plot is grouped by scenario to display how the scenarios
performed over the whole model.

The other data analysis that was carried out on this model
was a quantity comparison. Instead of arranging the scale
bars in the six scenarios, one scale bar was referenced in the
middle of each wall of the building (in other words, four
total scale bars) and the sample distance values were ob-
tained on the model. To compare the effect of the quantity
of total scale bars, we decreased the number of scale bars by
increments of one and recorded the sample distance values.

As expected, the trial with four total scale bars refer-
enced performed with the greatest amount of accuracy
having an average absolute difference of 1.72 mm, an aver-
age percent difference of 0.19%, and a standard deviation
of 1.50. The trial with three total scale bars referenced per-
formed with the next best results (1.89 mm, 0.20%, and
1.78), two total scale bars performed with the next best re-
sults (2.24 mm, 0.24%, and 2.05), and lastly one total scale
bar performed with the worst results (3.39 mm, 0.35%,
and 2.48). Figure 12 shows a scatter plot of the percent
difference values that were arranged by quantity.

Discussion
There were three prevailing patterns that surfaced through-
out: 1) Scenario 1 performed with consistent accuracy re-
sults for all sample distance locations (left, middle, right), 2)
Scenario 2 was more accurate for distances located on the
left side of the model (where its scale bar is referenced) and
Scenario 3 was more accurate for distances located on the
right side of the model, and 3) Scenarios 5 and 6 performed
with similar accuracy results while Scenario 4 performed
slightly less accurately in comparison.

For the most consistent results with one reference line,
we would suggest referencing it horizontally in the
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Figure 11 Relative errors by scenario for storage building
measurements.
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middle of the selected object. If there is a particular area
on an object that needs to be modeled more accurately
than others, then it would be a good practice to place a
reference line in that area also. As far as quantity is con-
cerned, there was a leveling off of accuracy benefit that
happened from three scale bars to four scale bars, it
suggests that two or three scale bars be referenced on
the selected object can achieve the best results.

Conclusion

This paper provides a comprehensive review of state of
practice in construction quantity takeoff, quality control,
and site safety monitoring, and recent research efforts
on evaluating photogrammetric error sources and their
impact on modeling for construction surveying related
applications. In addition, this paper conducted experi-
ments to characterize the behavior of fixing full-scale
photogrammetric models in construction applications.
In this experiment, factors including relative position of
the reference lines, number of reference lines, and spatial
relationships of the reference lines were considered. The
surveying results were then compared with ground truth
data, which allows for accuracy determination and aids in
determining the best strategy in selecting reference lines
for scale fixing. The review and the experimental findings
may help construction professionals better understand the
performance of the photogrammetry technology and apply
it in their real-world projects.

Based on the existing literature and the experimental re-
sults, particularly on the accuracy level achievable, photo-
grammetry presents potential for modeling of 3D geometry
of site elements including building products, equipment,
and temporary facilities. These 3D models may facilitate
construction management functions such as taking geomet-
ric measurements for assessment of quality, quantities and
production rates on particular work items, positioning and
surveying building elements on site, and cost-effective as-
built modeling and visualization of site situations. How-
ever, it must admit that photogrammetry is not ubiquitous
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for modeling of any scenarios. It suffers from difficulties
to reconstruct texture-less areas of scenes like walls or
window glasses and the inability to generate point clouds
of scenes that require high densities. Based on the categor-
ies of the error sources - systematic error due to camera
factors and systematic error due to poor planning of cam-
era network geometry, it is crucial to take appropriate
strategies to minimize the different types of errors. For the
systematic error due to camera factors, it is suggested as:
calibrating the camera with professional calibration tools
before using it in the field; trying to use single-lens reflex
(SLR) or better cameras that produce high quality of pho-
tos; and using prime lenses instead of zoom lenses when-
ever possible. For the systematic error due to poor
planning of camera network geometry, there are a serious
of rules of thumbs that exist such as increasing the overlap
of the photo coverage, keeping the baseline as large as
possible, and constraining the intersection angles be-
tween 60° and 90°. However, the ideal setups based on
these rules of thumbs are sometimes hard to be imple-
mentable in the field thanks to the practical constrains
that exist. Therefore, an automatic guidance system that
is field-deployable would be favorable. This will natur-
ally become the extension of the future study. Moreover,
an analytical procedure is desirable that is capable of
characterizing the quantitative relationships between the
data accuracy and the affecting factors (e.g., camera type,
image resolution) for achieving a level of desired accur-
acy. The quantitative relationships will be especially
helpful to determine data collection settings for a par-
ticular scenario.
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